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**METHODOLOGY:** (Keywords: CUDA-enabled graphics processing unit for general purpose processing)

There were basic and foremost important tasks planned for parallelism of GPUS working with Kernel/CPUS for **improvement of Operating system’s Performance, Efficiency, Functionality and Security**.

1)To reduce tasks which are executed repeatedly and quickly on GPUs than on CPUs (Saving space) while Speeding Executions

2)To increase output for operations like huge number of client server handlings

3)To make compatibility of advance functionalities in OS Kernel that are too slow while running on CPU.

**KGPU ARCHITECTURE:**

GPU is divided into three parts:

1. A module in the OS Kernel.
2. A user-space helper process.
3. NSK running on GPU.

GPU functions on the OS Kernel follows the steps:

1. The pinned-memory buffers and fills with there input that also requests a buffer for the result.
2. It builds a service request. Services are CUDA programs that have been per-load into NSK. For launch minimize time and that include a completion call back.
3. By the service request into request queue.
4. It will wait for the request to complete or either blocking until completion callback is called or busy-waiting on the response queue.

By the helper KGPU view the request queue in memory shared with the OS Kernel. A new service request comes the DMAs the input data buffer to the GPU using CUDA APIs. DMA completes the helper sends service request message to NSK using the message passing mechanism. The NSK sends a completion message to the CPU side and resumes polling for new request message. The OS kernel through their shared response queue that avoid copy between the kernel module and the user- space helper, the pinned data buffers allocated by CUDA driver are shared between two. The data of buffers locked in physical memory for manage it carefully.

On the CPU side buffers used for different purposes:

1. Preparing for a future service call by accepting data from a caller in the OS kernel.
2. To DMA input data from main memory to the GPU for the next service call.
3. To DMA results from the last service call from GPU memory to main memory.
4. Finishing a previous service call by returning data to the caller in the OS kernel.

Each performance will be done concurrently so along with the service currently running on the GPU the total depth of the service call pipeline is five stages. In the current KGPU prototype, we statically allocate four buffers, and each changes its purpose over time.